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Abstract Below the freezing point of silver, radiation thermometers are generally
calibrated by implementing the multi-point interpolation method using blackbody
measurements at three or more calibration points, rather than the ITS-90 extrapola-
tion technique. The interpolation method eliminates the need to measure the spectral
responsivity and provides greater accuracy at the longer wavelengths required below
the silver point. This article identifies all the sources of uncertainty associated with the
interpolation method, in particular, those related to the reference blackbody temper-
atures (either variable-temperature or fixed-point blackbodies) and to the measured
thermometer signals at these points. Estimates are given of the ‘normal’ and ‘best’
uncertainties currently achievable. A model of the thermometer response is used to
propagate all the uncertainties at the reference points and provide a total uncertainty
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at any temperature within the calibration range. The multi-point method has the effect
of constraining the total uncertainty over this range, unlike the ITS-90 technique for
which the uncertainties propagate as T 2. This article is a joint effort of the work-
ing group on radiation thermometry of the Consultative Committee for Thermometry
(CCT), summarizing the knowledge and experience of all experts in this field.

Keywords Calibration · Radiation thermometry · Uncertainty

1 Introduction

The calibration of radiation thermometers over the temperature range from −50 to
961.78◦C (the freezing point of silver) is important for the support of many applica-
tions of radiation thermometry, particularly in industry. While the ITS-90 technique
for realizing temperature above the silver point may, in principle, also be applied
below the silver point, difficulties associated with direct measurement of the ther-
mometer’s relative spectral responsivity at the longer wavelengths required often pre-
clude its use. Instead, because of the availability of multiple fixed points and contact
thermometers that can measure the temperature of blackbodies according to ITS-90,
interpolation methods are used to calibrate radiation thermometers below the silver
point.

The relationship between thermometer signal, S(T ), and blackbody temperature,
T , is

S(T ) =
∞∫

0

R(λ)Lb(λ, T )dλ, (1)

where R(λ) is the thermometer’s absolute spectral responsivity and Lb(λ, T ) is
Planck’s law. Interpolation methods approximate this integral equation with a
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calibration equation containing a small number of adjustable parameters that are
determined from a set of N measured temperature–signal pairs, (Ti , Si ), where i=1
to N . While many different calibration equations have been used [1–3], empirical evi-
dence suggests that the Sakuma–Hattori equation [4] provides the best compromise
among accuracy, ease of use, and number of parameters. The Planck version of this
equation is

S(T ) = C

exp
(

c2
AT +B

)
− 1

, (2)

where A, B, and C are the parameters to be determined by calibration and c2 is the
second radiation constant. The Wien approximation to Eq. 2, which is sometimes used,
neglects the −1 in the denominator. At least three temperature–signal pairs are required
to determine the values of A, B, and C . When N=3, Eq. 2 is an interpolation equation
that passes exactly through each pair of points, and when N > 3, the parameters are
determined by least-squares fitting. A particular advantage of the Sakuma–Hattori and
other calibration equations is that they allow a radiation thermometer to be calibrated
without any knowledge of its spectral responsivity.

The uncertainty in temperatures determined using Eq. 2 arises from uncertainties
in the calibration points (Ti , Si ), from the quality of the match of the calibration equa-
tion to the actual signal response of the thermometer (i.e., the difference between
Eqs. 1 and 2, which is referred to as interpolation error), from drift subsequent to
calibration, and from uncertainties associated with the measurement of the signal
at the unknown temperature. These latter “in-use” components differ according to
whether the thermometer is used as a reference thermometer or a working thermom-
eter. In the reference thermometer case, the in-use components arise during signal
measurements of a blackbody when calibrating some other thermometer. In the case
of a working thermometer, the in-use components arise from a multitude of environ-
mental effects, the most important of which relate to the emissivity of the surface of
interest, reflection errors from surrounding objects, and atmospheric absorption and
emission effects. These working thermometer uncertainties are beyond the scope of
this article.

In the temperature range below the silver point, many options are available with
regard to operating wavelength and temperature range. Specific examples are pre-
sented for four different thermometers: 0.9 µm (420–1, 085◦C); 1.6 µm (150–962◦C);
3.9 µm (20–962◦C); and 8–14 µm (−40 to 500◦C), sometimes referred to as a 10-µm
thermometer. In many of these cases, the wavelength × temperature product is large
enough that the Wien approximation introduces significant error, so the uncertainty
analysis is performed taking full account of Planck’s law.

This article, which is a summary of an uncertainty guide prepared by the radiation
thermometry working group of the CCT [5], catalogues each uncertainty component
and evaluates how each component propagates into the unknown temperature. Note
that the scope is limited to those thermometers whose signal is proportional to the
detector photocurrent. This precludes thermometers that read directly in temperature.
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2 Propagation of Uncertainty

Recently, the CCT radiation thermometry working group also published a guide [6,7]
on uncertainty budgets for realizing ITS-90 by radiation thermometry above the silver
point. Much of the information described there for thermometers working at visible
wavelengths is of relevance to near-infrared thermometers (0.9 and 1.6-µm) above
the indium point. However, the mathematical formalism required for propagation of
uncertainty in the interpolation schemes described here is considerably different. In
particular, while the uncertainties in the ITS-90 method tend to increase indefinitely
with T 2, in the interpolation schemes the multiple calibration points constrain the
uncertainties within the calibration range. The sensitivity coefficients are more com-
plex and are functions of all the calibration temperatures.

In this article, two calibration schemes are considered. One of these uses fixed-
point blackbodies (FPBB scheme) to obtain the calibration points (Ti , Si ) and the
other uses variable-temperature blackbodies with a separate reference thermometer
(VTBB scheme). In practice, a calibration may consist of a combination of these two
schemes. From an uncertainty analysis perspective, the only difference between these
two schemes is the nature and number of the individual uncertainty components that
contribute to the total uncertainty. These are listed in Table 1 for the two schemes, where
a shaded box indicates that the component must be included. The table is split into those
components related to the blackbody and those related to the radiation thermometer
under calibration. Each component is treated as either an uncertainty in the temperature
of the blackbody, ux (Ti ), or a relative uncertainty in the signal measured by the radia-
tion thermometer, ux (Si )/Si . Note that the subscript i refers to the calibration point and
the subscript x to the uncertainty component for that point. In addition to these “calibra-
tion uncertainties,” there is also an interpolation error component, which is treated as a
constant across the calibration range, a component due to drift, which is a function of
the source temperature when the thermometer is used at some time after its calibration,
and components related to measurement of the signal at the unknown temperature.

Assuming that all the calibration uncertainties are uncorrelated, the combined cal-
ibration uncertainty is given by [8]

u2
c(T ) =

[
N∑

i=1

(
∂S(T )

∂Ti
u(Ti )

)2

+
N∑

i=1

(
∂S(T )

∂Si
Si

u(Si )

Si

)2
] (

∂S(T )

∂T

)−2

, (3)

where u(Ti ) and u(Si )/Si are the quadrature sums of each of the ux (Ti ) and ux (Si )/Si

components at each calibration point, respectively. When N = 3 and the Sakuma–
Hattori equation is interpolated exactly, Eq. 3 can be written explicitly as [9]

u2
c(T ) =

3∑
i=1

[ fi (T )u(Ti )]
2 +

3∑
i=1

[
fi (T )

λTi T
2

i

c2

[
1 − exp

(−c2/λTi Ti
)] u(Si )

Si

]2

,

(4)
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Table 1 Uncertainty components for the FPBB and VTBB calibration schemes. The shaded boxes indicate
the uncertainty components included under the respective schemes

 Description Quantity FPBB Scheme VTBB Scheme 

Calibration 
temperature

u1(Ti)

Impurities u2(Ti)

Plateau identification u3(Ti)

Blackbody emissivity, 
isothermal 4 ( )i iu S S

Blackbody emissivity, 
non-isothermal

u5(Ti)

Reflected ambient 
radiation

u6(Ti)

Cavity bottom heat 
exchange

u7(Ti)

Convection u8(Ti)

Cavity bottom 
uniformity

u9(Ti)

Blackbody

Ambient conditions u10(Ti)

Size-of-source effect 11( )i iu S S

Non-linearity 12 ( )i iu S S

Reference temperature u13(Ti)

Ambient temperature 14 ( )i iu S S

Atmospheric 
absorption 15( )i iu S S

Gain ratios 16 ( )i iu S S

Radiation
Thermometer 

Noise u17(Ti)

Calibration 
Equation

Interpolation error u18

Drift u19(T)
In-Use

Unknown temperature u20(T)

where

λTi = A

(
1 + B

ATi

)2

(5)
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Table 2 Typical values of the A and B parameters of the Sakuma–Hattori equation, the mean wavelength,
λ0, the bandwidth, and values of the limiting effective wavelength over typical temperature ranges as
calculated by Eq. 5

Spectral
Respon-
sivity (µm)

A (µm) B(µm ·K) λ0 (µm) Bandwidth (µm) Temperature
range (◦C)

λT Range (µm)

0.9 0.896 5.91 0.899 0.083 420–1,085 0.914–0.905
1.6 1.58 5.16 1.590 0.105 150–962 1.604–1.588
3.9 3.90 1.80 3.904 0.165 20–962 3.912–3.903
8–14 9.61 151 11.00 6.00 −40–500 10.95–10.00

is the limiting effective wavelength evaluated at temperature Ti , and A and B are the
same quantities as those appearing in Eq. 2. Values of A and B for typical radiation
thermometers are given in Table 2.

Under the Wien approximation, the exponential term in Eq. 4 can be neglected and
the fi (T ) functions are second-order Lagrange polynomials in T :

fi (T ) ≈ Li (T ) =

3∏
j=1, j �=i

(T − Tj )

3∏
j=1, j �=i

(Ti − Tj )

, e.g.,L1(T ) = (T − T2)(T − T3)

(T1 − T2)(T1 − T3)
. (6)

However, for operating wavelengths of 3.9 µm and longer, Wien’s approximation
introduces up to 20% error in the uncertainty values. In this case, the fi (T ) functions
have a considerably more complicated form [5], but retain the essential features of the
Lagrange polynomials.

The total uncertainty is the quadrature sum of the calibration uncertainty uc(T ),
the uncertainty due to interpolation error, u18, the uncertainty due to drift, u19(T ), and
the uncertainties occurring at the unknown temperature, u20(T ):

u2
total(T ) = u2

c(T ) + u2
18 + u2

19(T ) + u2
20(T ). (7)

The uncertainty component u20(T ) accounts for the many contributions that occur
when the thermometer is used, which, for reference thermometers measuring the tem-
perature of blackbodies, includes many of the same u1 to u17 components contributing
to the calibration, but evaluated at the unknown temperature, T . Most of these must
be treated separately according to the nature of the source and conditions during mea-
surement. These uncertainty components each propagate according to

u20(T ) = λT T 2

c2

[
1 − exp (−c2/λT T )

] u20(S)

S
. (8)

However, for some of the contributions there will exist strong correlations between
the components during calibration and use, which will lead to partial or total cancella-
tion of that term. The most obvious of these is non-linearity, which is almost entirely
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a property of the thermometer and is not influenced by external conditions. A method
for dealing with this sort of correlation is given in [10].

3 Uncertainty Components

In this section, each of the uncertainty components listed in Table 1 is briefly dis-
cussed. For more complete details, refer to [5]. Two different categories of uncer-
tainty are referred to: “normal” and “best.” Normal uncertainties refer to those easily
obtained at present in national metrology institutes, and best uncertainties are those
obtained with considerable effort by a small number of leading workers in the field.
All uncertainties quoted in this article are standard uncertainties.

3.1 Uncertainties Associated with the Blackbody

3.1.1 Calibration Temperature

This contribution only applies to the VTBB scheme, where the blackbody tempera-
ture is measured by a separate reference thermometer. For best accuracy, a standard
platinum resistance thermometer (SPRT) positioned near the bottom of the cavity and
in good thermal contact with the heat transfer agent is used. For normal accuracy, the
temperature measurement may be performed with a Pt100 (industrial platinum resis-
tance thermometer with a resistance of 100� at 0◦C), a thermocouple, or any other
secondary thermometer. The overall uncertainty of the temperature measurement
stems from three groups of uncertainty contributions: the uncertainty of the calibra-
tion of the reference thermometer [11–13], the stability of the reference thermometer,
and the uncertainty of the temperature measurement carried out by the user. Values of
u1(Ti ) range from 6 to 100 mK for normal accuracy and 0.8–3 mK for best accuracy,
depending on the blackbody temperature.

3.1.2 Impurities

Impurities affect only the FPBB scheme. Metals of five nines (5N–99.999%) purity
and six nines (6N–99.9999%) purity are commercially available from manufacturers.
There are no definite indications of the effects on the fixed-point temperature of using
purer samples than this, as the results are dependent on the nature and the distribution
of the impurities inside the sample. The effect of impurities on the Zn point is dis-
cussed in [14]. A detailed experimental investigation of the effect of impurities on the
Al point is reported in [15] and experimental investigations for the Ag and Cu points
can be found in [16–18]. Differences of less than 10 mK have been found between 5N
and 6N Ag samples. A detailed analysis with references on the influence of impurities
can also be found in [13,19,20].

The effects of oxidation are important in radiation thermometry because of the use
of open cells. A discussion of the oxidation effects for silver and aluminum FPBBs can
be found in [21,22]. The effect of oxidation is not clear for zinc and other fixed-point
metals with even lower transition temperatures. Indium is easily oxidized at its surface

123



Int J Thermophys (2008) 29:1066–1083 1073

and oxygen will penetrate inside the metal over time. Gallium also forms an oxidized
surface layer. More research is required on the effect of metal oxidation.

Uncertainties due to impurities tend to increase with increasing transition temper-
ature, so that u2(Ti ) ranges from 0.75 to 6.5 mK for normal accuracy and 0.1–0.7 mK
for best accuracy.

3.1.3 Plateau Identification

This contribution only applies to the FPBB scheme. If the freeze plateau is of good
quality, the fixed-point temperature can be estimated, for example, as the average
between 25% and 75% solid fraction of the freeze plateau. The difference between
this average value and the maximum of the freezing curve is treated as the uncertainty
in the fixed-point temperature. This uncertainty component should include the repeat-
ability of the plateau assessed from multiple freeze plateaux, as well as any long-term
drifts in the plateau due to possible degradation in furnace heaters, cavity wall surface
conditions, etc. over an extended period of time. Values of u3(Ti ) are 10 and 2 mK for
the normal and best uncertainty, respectively, for all fixed points except for Ga and
Hg, which have uncertainties up to 20 times higher due to the significant background
radiation at low temperatures.

3.1.4 Blackbody Emissivity, Isothermal

The effective emissivity of both fixed-point and variable-temperature blackbody
cavities may be determined either by calculation or measurement. Factors influencing
the uncertainty in calculations of the effective emissivity include wall emissivity [23],
geometry, machining imperfections, and the reflectance properties of the cavity sur-
face [24–27]. A variety of mathematical models have been developed, mainly based
on the summation method, the series method, or Monte Carlo simulations [28–30].
Experimental methods, based on reflectance measurements [31,32], generally result
in slightly higher values than the calculated values, indicating that the emissivity esti-
mates for the surfaces are slightly underestimated. These methods result in relative
signal uncertainties, u4(Si )/Si , of 0.0005 for normal accuracy and 0.000015 for best
accuracy.

3.1.5 Blackbody Emissivity, Non-isothermal

For variable-temperature blackbodies that cannot be guaranteed to be isothermal, mea-
surements of the temperature distribution along the walls of the cavity must be carried
out [33,34] and the effective emissivity estimated based on a modified summation
method [28] or a modified Monte Carlo simulation method [34]. For small departures
from isothermal conditions, this results in a constant cavity temperature uncertainty,
u5(Ti ), of 35 mK for normal accuracy and 2.6 mK for best accuracy at all cavity tem-
peratures and wavelengths.
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3.1.6 Reflected Ambient Radiation

When viewing a blackbody, a small part of the radiation thermometer’s signal arises
from ambient radiation that enters the blackbody cavity’s aperture and subsequently
emerges after multiple reflections. The aperture can be treated as a diffuse reflec-
tor with a reflectance equal to 1 − εbb, where εbb is the effective emissivity of the
cavity. This reflection error is only significant for long wavelengths and low tempera-
tures (near and below ambient). Correcting for reflections [35] results in uncertainties,
u6(Ti ), of up to 80 mK for normal accuracy and 13 mK for best accuracy. The effect
is negligible for 0.9 and 1.6-µm thermometers. Note that this uncertainty contribution
is highly correlated with the blackbody emissivity uncertainties.

3.1.7 Heat Loss Effects

The blackbody aperture is responsible for two heat loss effects – radiant heat exchange
and convective heat loss. Radiant heat exchange produces a temperature gradient
between the cavity bottom and the fixed-point metal (for the FPBB scheme) or the
reference contact thermometer (for the VTBB scheme). Corrections for the heat loss
can be applied [36,37], with the resulting uncertainty largely dominated by the uncer-
tainty in the value assumed for the thermal conductivity of the cavity wall material,
typically graphite. The thermal conductivity of graphite depends on many physical and
chemical properties, so direct measurement at the appropriate temperature is the best
approach. Extrapolation to different temperatures is also possible [38]. Uncertainties
increase as the cavity temperature gets further from ambient, with values of u7(Ti )

ranging up to 105 mK for normal accuracy and 35 mK for best accuracy.
Convection losses mainly affect large-aperture VTBBs and lead to a temperature

deviation between the cavity radiance temperature and the reference thermometer. At
sub-ambient temperatures, convection can also cause the formation of dew or ice on
the cavity walls, increasing the temperature gradient and changing the cavity wall
emissivity. The convection problem has been studied in detail in [23,39,40]. Values
of u8(Ti ) range up to 230 mK for normal accuracy and 12 mK for best accuracy.

3.1.8 Cavity Bottom Uniformity

Non-uniformity in the radiance temperature of a blackbody is only an issue in the
VTBB scheme. The problem is worse for blackbodies with electric sheath heaters
than for those using either fluid baths or heat pipes. The heat loss effects described
above can also give rise to cavity bottom non-uniformities. The non-uniformity can be
measured directly with a small-target radiation thermometer [39] or indirectly using
reflectance techniques [41]. Values of u9(Ti ) range from 30 to 100 mK for normal
accuracy and 10–30 mK for best accuracy.

3.1.9 Ambient Conditions

The influence of ambient conditions on the uncertainty budget of a blackbody is iden-
tified with the noise of the radiance temperature of the blackbody, predominantly due
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to the effects of feedback oscillations in the blackbody temperature control loop. For
fixed-point blackbodies, this uncertainty is part of the uncertainty involved with the
plateau identification, so this component only applies to the VTBB scheme. For large-
aperture blackbodies, this noise can be measured with an SPRT positioned close to the
bottom of the cavity and in good thermal contact with the heat-transfer agent. Values
of u10(Ti ) depend on the resolution of the temperature control loop and are estimated
at 58 mK for normal accuracy and range from 5 to 12 mK for best accuracy [42].

3.2 Uncertainties Associated with the Radiation Thermometer

3.2.1 Size-of-Source Effect

For near-infrared thermometers (0.9 and 1.6 µm), the size-of-source effect (SSE) can
be characterized in the same manner as for thermometers operating in the visible, using
either the “direct” or “indirect” methods [43,44]. The SSE is found to be dependent on
the design of the radiation thermometer [45], and whether a Lyot stop is present [46]
or a simple single lens configuration is used [3]. However, in the mid- and thermal-
infrared regions at low temperatures, background radiation at ambient temperature
originating beyond the nominal source diameter can have a significant influence on
the SSE signals. The SSE characterization must include the effects of this background
radiation [47]. The relative signal uncertainty, u11(Si )/Si , after correcting [5,48] for
the SSE, is 0.0007 for normal accuracy and 0.000014 for best accuracy.

3.2.2 Non-linearity

Non-linearity is caused by the non-ideal performance of the detector, electronics,
or both. Thus, if possible, measurements of non-linearity should be performed with
the detector integrated into a system and not characterized separately. Non-linearity
is commonly measured using “dual aperture” [49] or “superposition” [50] methods.
Both methods sample the non-linearity at discrete points within the thermometer’s
temperature range. These points are used to derive a continuous non-linearity function
with which corrections to measured signals can be made.

InGaAs detectors are commonly used at 1.6 µm, and these have been found to be
non-linear with overfilling of the diode with radiation [51,52] and linear with under-
filling [50,53]. For mid-infrared radiation thermometers centered at 3.9 µm, the ratio
of Planck radiances can range from modest values, like L(800◦C)/L(157◦C) = 176,
to demanding ratios, like L(960◦C)/L(20◦C) = 15, 500, which is outside the range of
linear behavior for radiation thermometers utilizing indium antimonide (InSb) detec-
tors [54]. For the 8–14 µm thermal infrared radiation thermometer, the ratio of expected
signals, S(300◦C)/S(−40◦C) = 35, is within the range of linear behavior for radia-
tion thermometers utilizing mercury cadmium telluride (HgCdTe or MCT) detectors
in the photovoltaic mode [55]. In contrast, a ratio S(500◦C)/S(−40◦C) = 72 is again
outside the linear operation range.
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Values of u12(Si )/Si , after correction for non-linearity, tend to increase with increas-
ing operating wavelength, and are in the range 0.0005–0.002 for normal accuracy and
0–0.0002 for best accuracy.

3.2.3 Effect of Instrument Temperature

The temperature of the thermometer itself affects the uncertainty budget through two
different causes. Firstly, for target temperatures below about 200◦C, the radiation
produced by the detector is significant and must be taken into account [56]. The
detected signal must be corrected through an internal measurement of some reference
temperature, which may be the temperature of the detector or a reference cavity for
chopped systems. The uncertainty in the reference temperature gives rise to uncer-
tainties u13(Ti ) at 10 µm of the order of 100 mK for normal accuracy and 10 mK for
best accuracy. At 3.9 µm, these values are reduced by a factor of 20, while at 1.6 and
0.9 µm, the uncertainty is negligible.

Secondly, changes in thermometer temperature due to changes in ambient tem-
perature or heating from the source affect the thermometer signal through changes
in detector responsivity [57], temperature dependence of the amplifier, and shift in
the filter wavelength. Controlling the temperature of these components minimizes the
resulting uncertainty. At normal accuracy, u14(Si )/Si varies from 0.00008 to 0.0011,
while at best accuracy, these uncertainties are 10 times smaller.

3.2.4 Atmospheric Absorption and Emission

In the infrared, absorption and emission of radiation by gas species in the atmosphere,
particularly water vapor and carbon dioxide, can modify the signal detected by the
thermometer. Absorption dominates if the blackbody source temperature is higher
than ambient and emission dominates for lower source temperatures [58]. The mag-
nitude of the error increases with both working distance and thermometer bandwidth.
Application of a computed correction for these absorption and emission effects is
rarely practical. However, because most thermometers operate over a relatively nar-
row bandwidth within an atmospheric window and working distances for calibration
are seldom longer than 1 m, the absorption and emission effects are usually negligible
[59]. Pessimistic values of u15(Si )/Si , due to atmospheric effects, are estimated as
0.0003 for normal accuracy and 0.0001 for best accuracy.

3.2.5 Gain Ratios

Several different amplifier gains may be required to cover the operating temperature
range for a particular thermometer. Knowledge of the gain ratios is necessary to nor-
malize all signals to a common gain value before application of Eq. 2. Uncertainties
arise from the measurement of the gain ratios and from possible temporal drift.

The thermometer signal changes by six orders of magnitude for a 1.6-µm thermom-
eter within the range 150–960◦C. For a 3.9-µm thermometer, the signal changes by
four orders of magnitude between 20 and 960◦C. For an 8–14-µm thermometer, the
signal changes by less than two orders of magnitude from −40 to 500◦C. Therefore,
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Table 3 Uncertainty component, u18, due to interpolation error (in mK) over the indicated temperature
range for Planck and Wien versions of the Sakuma–Hattori equation (Eq. 2)

λ = 0.9 µm,
400–1, 085◦C

λ = 1.6 µm,
150–960◦C

λ = 3.9 µm,
20–960◦C

λ = 10 µm,
−40–500◦C

Wien Planck Wien Planck Wien Planck Wien Planck
1.6 1.5 4.9 3.6 740 1.0 870 15

different gains are not required for the 8–14-µm thermometer, and it is only the short-
term stability of the gain that leads to uncertainty in this case. Values of u16(Si )/Si

vary from 1 × 10−5 to 1 × 10−4 for normal accuracy, and from 2 × 10−6 to 1 × 10−5

for best accuracy.

3.2.6 Noise

The contribution of noise to the uncertainty can become considerable when measuring
close to the lower limit of the instrument’s measurement temperature range, although
this increase in noise at lower temperatures is usually compensated somewhat by a
decrease in electrical bandwidth. Also, the signal can become noisy due to quantiza-
tion error. It is important when sampling the noise contribution to ensure than none
of the effects discussed above is included, otherwise “double-counting” will occur.
Sources of noise in detectors are discussed in [60]. Values of u17(Ti ) range from 10
to 75 mK at normal accuracy and from 2 to 25 mK at best accuracy.

3.3 Interpolation Error

Interpolation error describes the difference between the temperature determined using
Eq. 2 and the temperature that would be calculated from Eq. 1 if the relative spectral
responsivity were known. In [61], it is shown that this interpolation error has the form
of a third-order polynomial in T , with zeros at T1, T2, and T3 when N = 3, and zeros
at three other points within the calibration range when N > 3. The amplitude of the
polynomial is a function of the operating wavelength and bandwidth of the thermom-
eter and is proportional to the cube of the calibration temperature range. Table 3 gives
the uncertainty due to interpolation error for both the Planck and Wien versions of Eq.
2, where the uncertainty is determined by treating the amplitude of the interpolation
error as the limits of a rectangular distribution. For the 3.9 and 10-µm thermome-
ters, there is a clear advantage in using the Planck version of the Sakuma–Hattori
equation.

3.4 Drift

Drift in radiation thermometers between calibrations arises from changes in the optical
components, the radiation detector, and the electronics measuring the detector signal.
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Fig. 1 Total uncertainty (excluding drift) for a 0.9-µm thermometer using three calibration points. For the
FPBB scheme, the calibration points are the Zn, Al, and Ag points, and for the VTBB scheme, they are
400, 700, and 960◦C

Drift has the effect of modifying some or all the A, B, and C parameters of Eq. 2
[62]. If the drift is too large, it can be eliminated by re-determining the A, B, and C
parameters using new calibration data.

Away from their band edge, semiconductor detectors are generally extremely sta-
ble, with drifts of typically 0.1% · yr−1 and as low as 0.02% · yr−1 [63]. Near to the
band edge, the response generally becomes both very temperature sensitive and much
more unstable. Pyroelectric detectors are less stable than photodiodes, with typical
stability of 0.2% · yr−1.

Drifts due to the optical components can be divided into shifts in transmission in
the bandpass of the radiation thermometer and shifts in the effective wavelength. With
proper care, window and lens transmission can be stable to better than 0.05%, although
cleaning, etc. can change the transmission by up to a few tenths of a percent. For 10 µm
devices, mirror optics are generally used, which have poorer stability than refractive
components, typically about 0.5% · yr−1 [63].

Multilayer interference filters are more unstable than windows and lenses, typi-
cally decreasing the signal by about 0.2% · yr−1. They also exhibit a type of secu-
lar drift arising from the internal stresses generated during deposition, which slowly
anneal. This causes a drift in the mean wavelength of the filter, proportional to the
wavelength, e.g., 0.1 nm ·yr−1 at 650 nm, but 0.3 nm ·yr−1 at 1600 nm, etc. [63]. The
effects of drift lead to values of the uncertainty u19(T ) in the range from 250 to
500 mK at normal accuracy and from 80 to 250 mK at best accuracy over a period of
one year.

4 Combined Uncertainties

Equation 7 gives the total combined uncertainty (in the absence of correlations) in
the calibration and subsequent use of a radiation thermometer using the interpolation
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Fig. 2 Total uncertainty (excluding drift) for a 1.6-µm thermometer using three calibration points. For the
FPBB scheme, the calibration points are the In, Al, and Ag points, and for the VTBB scheme, they are 150,
550, and 960◦C
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Fig. 3 Total uncertainty (excluding drift) for a 3.9-µm thermometer using three calibration points. For the
FPBB scheme, the calibration points are the Ga, Zn, and Ag points, and for the VTBB scheme, they are 20,
470, and 960◦C

technique. The options for operating wavelength and calibration points are too numer-
ous to tabulate individually, so in this section some representative examples only are
plotted. The details presented in [5] allow calculations to be carried out for other
conditions.

Figures 1–4 plot the calibration uncertainty for 0.9, 1.6, 3.9, and 10 µm thermome-
ters, respectively, for both the FPBB scheme and VTBB scheme for normal and best
accuracy. These curves do not include the drift component, u19(T ), or any of the
in-use components, u20(T ), other than the non-linearity component, which is strongly
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Fig. 5 Component of uncertainty due to drift over one year

correlated with the non-linearity components during measurements at the calibration
points. Each curve corresponds to three calibration temperatures as indicated in the
figure captions. The drift component over one year is plotted separately in Fig. 5 for
each thermometer and the sensitivity coefficients for the in-use components (expressed
as mK per percent signal uncertainty at the unknown temperature) are plotted in Fig. 6.
The total uncertainty for a temperature measurement is obtained from the quadrature
sum of the appropriate curve in Figs. 1–4, a fraction of Fig. 5, and Fig. 6 multiplied
by the in-use percentage signal uncertainty at the measured temperature.
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